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Spef.ch recogmtlon n’ druf’ual mtellluenceh also. known aq'; .
| automatic. speech ‘recognition (ASR) It-converts spoken language |- IR R
1 mto written text 1o understand and respond Automatlc Speech_ S 3
rocognltlon woxks by analysmg audlo input-and. applymg comp]eh_ SRR PR
| algorithms -and - cutting- edge -technologies -like machine . learning | - - L
(Mi) and nemal uetworks to :eoogmze and mterpret spokm words o B
Al(m ’Iurmg mtloduced a test-to check whether ‘a machme can '; ST EER S
“| think like a human or not, this test is know:n as the Turlng, Test. ln R B
2 this test, Tuxmg proposed that the computel can be said to_b_e an.. ; SR -
1ntelilg:,ent if it can mimic human respousc undcr specxﬂc S ’ '
{ conditions. * R RO :
priam the tuimg., mcthod in short
3) ' An Agem]s anythmg 1hat takes act10ns accordmg to lhe 1nf01mat10n "1' 5 o 3'
© !t gains from the enwronment A human agent has sensory organs to{ 77 -




sense the enwronment and the body parts to act whlle a robot agent

E has sensors to percelve the enwronment

. An envuonment 18 cvelythmg, in- the wmld which- sulrounds the
- agent, but it is:not a part of an agent, itself. An enwronment can’ be
| described as asituation in which an agent is present The environment
s whe:e agent llVCS opelate and provzde the ag,ent w;th somethmg
T to qense and act upon 1t - :

An ontology 18 a basw term of knowledge asa collectlon of 1deas wnhm_
an ‘area and their: COnncctsons Classes,’ mdlwduals, characteristics, and |

| relations, as well | as rules, limitations, and axioms, must all be explicitly

.

| Spemf' ed for such a descupt:on to be possible. Asa result, ontolog;es not| .

only provide a reusable and sharable knowleege 1ep:esentat10n, but they

‘| may also contribute new domain ‘information. The ontology data’ model_y SR

| may be applied to a set of individual facts to form a knowledge graph, |- " "
which is.a collection of thmgs whose kinds and conneetlons are. reptesented

: by nodes and edges connectmg them ' :

K.nowledge :epxesentaiion and reasolené, (KR KRR) is the parl ef :
Artificial intelligence. which concerned with Al agents. thmkmg and how ETR
thmkm& contt tbutes to mtelhgem behavaour of agents

.'-'- _ '-It Is 1e3pm151ble for xepresentmg mformatlon about the real worlcl '
S0 that a computer can understand and can ut111ze this knowledge

to solve the complex real world ptoblems such as dlﬁgnoms a

S Jariguage.

| e ltisalsoa way Which descx 1bes how we can rep1 esent knowledge A

in arttﬁclai mtelhgence

" medical cond:tion or cemmumcatmg, wnh humans in natural o

= '.Knowledge representation is not just s stoung data into's some database, but 100 a
.| italsoenablesan mtelhgent machme to learn from that’ knowledge and I
. 3exper1ences 50 that it can behave mte]llgently Iake ahuman S

9

R -Unmformed seareh in AI refers to.a. type of c;eareh algerlthm that
74 does not use _additional ‘information to. gu:de the search process. .
_-Inetead ‘these algor;t ms explore the search space in 4 systematlc.'. -
‘but blind, manner without- eon31der1ng thecostof reachmg the.goal |-
| orthe’ likelihood ‘of fndmg a solution; Examples of umnfonmed] S
- -search algorithms include: Breadth- First: sealch (BFS) Depth-Fnst_.- T
search (DF“) and Depth Lumted seareh

Rule based Systems in AI area type of knowledge representailon o

| and 1easonmg system They operate on a set of explicitly defined
'ruleb or. logical statements 1o make dec;smns or dlaw concluszone_._ '

7.

These systexm ‘consists of two. main components
a) Infeienee Engme b) Knowledge base

erte in sho1t about mference engme and knowledg,e base.

8)

B1anchmgj is the plocess of generatmg sub problems Boundmg 1

refers to ignoring partial solutions that cannot be better than the -
current best solution. 1t is a search procedure to find the Optlmal




solut;on IL el:mmates lhose pa: ts of a search space Wthh docsnot

‘| contain the better solution.

Forward Search: In forward search, the system starts from lmown_

'5. - Machine Translation. '
o. _Natural La:wuag:ﬂ Proceasmgj

facts or initial information and yses rules or inference mechanisms | .

| to reach a conclusion. 1t works by applymg mles or. knowied;,u naj. . ..
step-by-step manner, movmg, from -premises to.conclusions. This | .
approach is often used in rule- based expert systems whex the |l

1 system follows a chain of ru]es 1o make mfcrences and reach ajo

9 - decmon : T N,

. Backw‘ud search: The system bcg,ms w1th a ,g,oai or a dusm,d' -

1 outcome and works backward to determine what facts or conditions | - -
must be frue to achieve that g goal 1tis commonfv used in goal-driven L
reasonmg or dlagnostlc systems, where the system iries fo ﬁnd the 1.5
causes or expfanatlons fora pdrtmular problem or goal. ' '

ngh-LeveI Expex tise:: The most helpiul feature of the _
-expert system is the hlghlevef expertise whlch it gives whlle e
- solving any pmblem 1t offers best thmkmg, JUS[ liketop -
“experts and end up with i Jmagmdtive accu:atc and eﬁ‘luem
. solutions to the probium. L L
10 ! »  Understandable: It responds ina way that can be easﬁy :
) 3
~understandable by the user, It can take dnputin huma SR
o Q:.Ianguage and prov1des the output in the same way. o
-~ Reliable: 1t is much relxabfc for g Eeneratm&, an efﬁment and
- acourate output i : = S I
e ':nghly wsponswe ES pmv;deb the lesult fm any compiux N I
| query WIihm a very shmt Pt.rxod Ofilmt S o
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1. Only one disk will’ ‘move ata time. ' R

2. The iarger dlSk should always be on the bottom and the smai!e; B
disk on top of it. (Ilven durmg9 mtermed:ate move) ' S
3. Move only the uppermost disk.

14, Alldisk 1 move to destination’ plie from sou:cc p:l

So, here we'are trying to. solve that how many moves are 1cqu1red
to solve a piobiem (]t depends on numbcr of chsk)

:ln the above d;ag:,iam foliowmg, the ruie of t w game our target IS G
| move the disks: " "
from source. p1ie (plil‘}r} to the destmatlon p]]lar (iets 1ake a iook :
“|-how.many stcps/moveq are. 1cquued to make this. happ&,n)

"Stepl ‘Move small-disk'to the auxiliary plllar {A).

| Step2: Move, large disk to the: Destination pillar (B)

2 _:Slep3 Move small disk to the Destmatlon pl]lar(B) 4 S P
~ 2| So, basically- when we have 2 dlsks we 1equ1red 3 move to 1each S

the destination -

Tower - of- hfmox probiem is an example ot reoumon cmd
L backuackmg S

- Towcr of hanm is mathematlcal game puz?le where we have three I
|- ptie(pll[ars) and n. m;mbers of disk... BRI
| This game has some ruies (Rules of game)




Humans are best at understanding, reasoning, and interpreting |
knowledge. Human knows thmg,s which is knowledge and as per |-
their knowledge they perform:various actions in the real world. But| - .
| how machines - do all these thmgs comes umder knowiedgo SRR
) rqnesemataon and rmsonm;, S R

.' Knowledg. representatlon and reasonmg (KR KRR} is. the part. of 1

Artificial intelligence which concerned with Al agents thmkmg and.
how tmnkmg contubutes 10 mtelhgen ebavxot i of ¢ atrents B

|1t s 1esp0n.91bie fm repx esenting mf‘ormanon dbout the real wmid S0
| that a eomputer can understand and can utllue this’ knowiedge 10"
3 :,o!w the compiex tedk wonld pmblems such a:, did&,t]()bib a. medlcaE_'

C()l’ldlthl’l or eommumeatmg wrth humans n natumi langmgpe

V) vltis a]so a way wh:e \ descubes how we can reprebcnt knowledé,e n:
e attli;ual mtelhgeme. Knowkdge rep:esentatlon is not JUbt stoungj

i data into some database but it also enables an mteil:&mt machme to:

Icam ﬁom thdt knowledge and expenences so 1hat ;t can behave '

mtelilgem l]ke a human

Ob]ects Iepresents aIi the mformanon 1eiated to the obJects piesent_'

: _m the ‘world. I" or example bu.see need dnvers‘ cars hdve wheels ete. .

Events represents occuuem.e Ihdt takes plau, m a system.'These
oecurrences could be mstantdneous or have a dmat:on :

Aet:ons repxesems processes or behawours that cau:;c, changeb m a'

system T hey are the duvmg, force behznd events

' Reiat:ons descr:be how objecis are connectcd or mteract w1th each'_"

other. ’I hese relat:onsh:ps can be bmary or hlLl archical

TOR




'Ploposmonal oglc (PL) is the SImplest lmm of log:c wheae all the
statements are made by propositions. A proposition is a declarative
*{ statement which is either true or false. It is a technique ofknow edge
' :oplesentauon in logacal and mathcmatacal form. -

. Example: : - :

‘loa)ltis Sunday SR L

- 2.b) The Sun rises flom West (False px opos;tzon)

3. ¢) 343=7(False proposition) - o

-4, _d) 5.1__s a p1 __lme numbe1

" Basic facts about piOpOSlthT}al log:c _
' . _{Proposﬂnonal lOg,lC is also called Boolean log:c as 1t
workson 0 and 1. S -
. In propos:t:ooal logic, we use symbolle vanableq to |
B -represcnt the logic, and we can use any- symbol for a
'FCpl’QSUltln}, a proposition, suchA B, C, P, QR, ete.
] -Plopoamons can be eithei tlue or false, but It eannot
© be. both _ o A
. Proposltlonal logic consists of an object relatlons or
e -funot!on ‘and logloal connectives.” i
o .. __"l hese connectives are also called: loglcal opei atoas
e The ploposxt;ons and eonnectwos -are the basxc
" clements of the pxopoqltlonal loglc R ; o
. "'Connectlves can be sald as a log,acal ope:ator whlch B
- :_connects two sentences. : S
e A proposmon fcnmula Whlch 1s always tiue is called
".'tautology, and it is also oalled a valid sentence PR
s A p1oposmon foxmula Whlch is always false is. called
R Contladlctlon : L el

vy

r--."-.Statemenls wh;oh are - questlons. commands
foplmons are not “propositions “such as” ”Wheie s R
‘Rohini", “iIowa:e you” “Whatls youx name ,are not S
. '-pi()pOb!tiO!lS S "y
'_'-_'Syntax ofpropos:honal ]05910 _ :
- The syntax of : pxopomtlonal log,lc deﬁnes the allowable
- sentences for the knowledge lepresenlatlon ’Iheie are two
' types of Propositions: T
- a. Atomic Propositions
~b. Compound propositions .
© 0 Atomic Proposition: Atomic propositions are the snnple
' Lﬁp:opos:tlons It ‘consists of a- single propos;tlon symbol
‘These are the sentences which must ' :
be either true or false '
‘Example:
1, a) 242 is 4, it is an atomic proposition as it is a frue fact.




2, b) "The Qun is cold“ is also a proposmon as. it is a falsc
“fact, - I
o Compound proposmon Compound proposntlons ate
constructed by combining simpler or atomic proposztxons
‘using parenthesns and iof,;cai connectives.

_f Examp]e R - o

‘1. a) "It is raining today, and street is wet." 3

2. b) "Ankit is.a doctor, and his clinic is in Mumbai."

: Logical C_o_nn_ec_tiv.es;_ e

Log,lcql connecuves are used to connect two sunplcr
proposmons o rcpresentmg, :asentence. Ioglcaliy We:can
- create c,ompound propositions with il the’ help of loglcal

- connectives. Them are mamly i:wc conm,ctives wlmh are.

“given as ioliows & - : TS '

L Neg,atmn A sentence such as ~ P is cailed n%dtion of P A

* literal can be elther Posmve literal or: neé,at;vc literal. -

2 Conjunct;on A sentence Wthh has A connectlve such as

" PAQiscalleda con_:unctlon i e
:Examp]e Rohan is mtelhgem dl’ld haxdworkmﬂ lt can b(,
_'wntlenas : : : SRS
L P= Rohan is mte]hg,ent

) :f- Q= Rohan is hardworkmg, - PA Q.

3. DlSJLmCtl()n A’senfence whlch hae V. connective such as P . S
-+ VQ.is called disjunction, whcrePananre the p10p031t1011s S
. Examp]e "Rttlka 1badoctor or, Eng,meei D -

“* Here P= Ritika 1s Doctor Q—— thlka 15 Doct01 'S0 wo can
1'wr1teatasPVQ . T I TR
4, JImplication: ‘A senlence such as P Q is cailud an
g 1mphcallon lmpilcallons are also known as 11 lhen lules lt
- ¢can be represenﬂ.d as’ BARIEA R
Ifiis raining; then thc stleer is wet s SR
.Lei P= it is 1amm;:,, 'md Q Street 18 wc,t S0 1t is xepaesuﬁod
: 5 Bmondlt;onal A sentenu. such as Pe Q isa Blcondmonai
_ sentence, exampie If 1 am breathing, then ] am allve '

P=lam breathmf,, Q—_ [.am alive, it can be .repres_ented as P

ﬁ'<:>Q

*Include ".if_ru_t__h tabI_e: also
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Breadth Fuqt ciealch is.an unmfox med sedlm techmquu(bimd - '

S scarch/bn ute force method)

- BF S aigorithms w:ll have

+ A probiem graph contammg thc start nodc S dnd the
goalnode G. - :

e A stmtegvg descnbmg the manner in whach the glaph

- will.be traversed to get to G.

e A fringe, ‘which is a data structure used io storc all the

o fposs;h[e states (nodes) 11at you can go flom the cuncnt

- states.: - =

e A tree, thal tesuits while traversmg to the gpal node

e A seiul:on p]an, whmh the sequence ofnodes ﬂom S

- to Gl =
Breadth-first sear ch (BPS) is an aigorithm fm traversul;; or
seaxchmﬂ tree ot glaph data structures. - L

It staxtv at the tree. root {or: some arb;trary node of a graph 1

sometimes lefcrred to as’'a ‘search key ), and cxplmeb all of:the.|:

g 'nelghboul nodes ‘at the pleqent deptl puor to: movmg on. to the I -

' nodes at the mfmt depth level

It is amplemenied uqlng a queue

_ '*Note Aftcr the def'mtlon and desc,npuon wr:te the workmg of IR
_-Bic,adth f'lst soa:ch R . o

- OR e

Hlil chmbmgp di;,onthm is a. ]oca] seaich algouthm whlch:f B

' 'contmuous!y moves in the dnecuon of 11101eas>mg e]wataou/value io.'

B fi nd the peak of thc mountam or best so]ution o the ploblem ]t'

o vm)

. ie: mmatw whw 1t leaches a peak vaiue where no nelghbow hds d"

hi Ohel value

_ ]t is aiso uailed g:cedy Eocal sear ch as ;t Only looks to0 1ts good

umnedlale nelohbom state and ;101 bcyond that.

: N_o -ba¢_ktfaékin_g,: It do_és .no_t_ backtrack the search space, as it.does.

not remember the previous states.




Aigorlthm for Slmple Hlll Cllmbmg

o]

O

StLp 1 Evaluate the 1111t1al state n‘lt }S goal state then 1etum

success and Stop.

Step 2: Loop Until a solution is found or there is no new

- operator left fo app}y

StLp 3: Sclc.ci and dppiy an opet ator to the uarre11t statu

- Step 4: Check new statL

a. if it is goai stale thcn return success and qLut

b. h[be if 1t is beltex than the current state then dssu,n

. new slate as a LUI‘] ent state

c. Elseif not better than the cuxrent state, ther; retum to.

step2
Step 5: Exit.

X)

o

"whlch 18 used in, deusnon makmg and g,amc. theory At
8 pmwdes an optimal move for thc p]ayel assummg, that:'

: 'opponcnt 18 also piaymg optimall)

: Mlm Max algouthm uses necursu)n to seaxch thtough the
_:_g,ametree e s ST
'Man—Max afg,outhm 1s must}y used 101 game piaym;, in Ai _
'~_buch dS Chuss Checkexs m tac toc 5,0 ana vmous tow—}
.. -'play{,rs g_.,ame Thas Alg,outhm computes the mlmmax

deuslon tor the cum,n[ statc

MAX and othen is callcd MIN,
Both the pl ayus fight it as thu opponenl player gets the

:_ 'mlmmum buneht whlie they &,et the mammum benefit.

Both P]dyelb of ihe g,amc are opponem of eac,h other, where

MAX will select the maximized value and MIN will select

the minimized value.
The minimax algorithm performs a depth-first search

algorithm for the exploration of the complete game trec.

' Mm; mdx alwuthm Is & recursive or backtl ackmgj algonthm_ :

VIR

1n this aig:,outhm two players p '1y the é,ame one is Lalibd: -




l“he minimax a!gonthm paoceeds a!] thc way down to ihe
termmal node of the tree, then backtlack the uoe as the

S PECUr QIOII

- Step 1 In the first step, the algorithm generates the entn‘e game-fl e’
and apply the utility funciion to get the utility values for. the terminal
states. In the below tree dlagram let's take A is the initia] state of the
tree, Suppow maximizer takes first turn which has worst-case lmt;al
value = - infinity, and minimizer will take next turn whlch has WOorst-
case mmal vaiue +mFmty -

© Yermingl values -

Slep 2 Now I;rqt we f'nd the utllltlcs valuc f01 the Mammizel 1ts

~.- | initial value i is ~t0, 50 We will compare ¢ach vaiue in terminal state

Cobwith mmai value of' Maxumzcr and ‘determines’ thc iugz,her nodeq
values it w111 f“nd the max;mum amo% z the aH L S

: ..5 _3]?0'1-_ n_bd_g_D_ -....:._'__l:n:a;((-i,- -od) ==>max(1 ’4)= ‘ | .
o For Node E max(2, -00) = .m_a_.x._(z, 6)=6 o
o. ForNode F -: 1.11_.33_'(—.3., -&S} => 1_11:.51_3_("_.3.,:-__5_) =~3 N
o Fornode G ____13_1_9:?_4(0,- “00) = _nil_ax((_), =17




Terminal vialues

Step 5 ln lhe next step, it's a turn for minimizer, so it w1ll L()mpdl‘L
aEi nodca vaiw. with +o0, and will | nd 1hc 3 ¢ layer nodu,, vaiuw

> For.z_locie B= 1}i_in(4,_6) =4 e
o '}?.c..r node Cr— r_ﬁ'i.n._(-}',. 7)_.= _3 I

Vevmjnad values . 00

btn,p 4 Now JtE: a turn for Maxumzei and 11 w;li agkun choosu ihe i
maximum ofal) nodbs value and find the maximum value for the root.
node. ‘In this game tree, there ‘are, oniy 4 layets hence ‘we 1each
| immediately to the 1001 node but in rt,al amu,, thm, w:l! be mo]e

thdn4 i«lyus S I TRl e e SR

o ﬁ_FOtf node A max(4, -3)=4




Terininal values

TR

3]

Aipha beta p] unmg lS a modlﬂed velslon of the mmlmax_; o

: g,outhm lt :s an optzml?aizon techmque for the mimmax': R Y
.__:aigonlhm R ; S f' A
_;;"As wc have scm in the nnmma,\ scaxch a]gsonthm taal ihc.__

L -number of game states 1t has to cxamme are exponentiai m_-

'- _'depth of ihe ttce Smce we cannot elimmate ihe exponcnt butr_: i

g we can cut: it to half_ Hence there iS a tecimzque by wh[ch} .

w1th0ut checkmg cach node of the game tl ee we can compute _' '

(o]

- the. couect mlmmax decnsmn, and thls 1echn1que

:'_--cailed pruumw 'I‘h:s mvoives two 1]‘ueshold paiamctel '
; Alpha and bet'l fm futuxe expansnon 50 1t is called alpha— '
beta prunmg ]t is also caEled as Alpha Beta Algol ithm :
: _;Afpha-beta pr unmg can be applied at any depth of a u ee, and_
- soamtimeq it not only plunc the tree lcaves but also entire

"sub tree.

The two- pa:ametel can be defined as:




a. Alpha T hc best ( ug, hest- vaiuc,) chome we hdve
:'found so tat al any pomt alonw the path 01 Mammwet
The mmdl value oi alphd I8 =20, '
b :Beta. l“he best (iowest value) chmce we have tound
' .:so mx at any pomt along, the path oi Mimmwei I‘hc ':.:'
mxtml vaiue of beta is +o0, - : :
| Step 1: At the ﬁxsi stc,p fhe de piayer wi'llll start Fnéi ';hb\:/é f;oni'
| node A where 0= -0 and [5““ +w, these value of alpha and beta passed

I down to node B where again o= ~00 and 3= +eo, and Node B passes
the same value to its child D, e

.Step 2 A1 Nodu D 111» va]u«. of 0 wxll be caluuiaiu‘] as ﬁs wm ior; S I

| Max. The value of o is comp.&rcd with i:rstly 2-and then 3, and the.

'mah (2 3)= 3 w:lI be thc value 01 a at nodu D dnd node valuc wxif SO

also ’%

'Step 3 Now alqorlthm baaktrack to node B wh:,re the vaiue::

| of B w:i! change as. thiS is‘a tum’ of Min,” Now Bz +oo, W|11'_: S
| compare with the avatlabie subsequent nodes value, ie. ming

(oo 3)-- 3 henw at node B now o= -0, and B 3 SRR




— In the m;xt step dlgaonlhm i1 averse 1he nexl succe*;qcn of Node B
| which, is node &, an(l Lhc vaiues of u:'-m and B ’% w:l also be
: asged B 2 N L T

__chanpe "[ he ouuent va{uc of alpha w:! be cc)mpaled w1tl 5. 50 max
Gl G, 5y =5, ‘hence at node E o= 5 and. ﬁ 3, where a>=p, s0’ the nght
' qucceseox of E will be pruncd and al gm nhm WII] not tr avcrse it, cmd

e _the valuc at node F w;[l be 5

L 'Step 5 At :th step, algonthm agam ‘oacktx ack 1hf, tm,, from node 1 g

S| Bio node A.-Atnode A, the value of alpha will be changed the'._
- 'maximum dvaildbie \_faiue is 3 as max. (co0, 3y=3, and fr= oo, these -

U liwo vakues now passe‘

B At nodL, (,, o= 3 'md {iw “im. and 1he samc values WJH be pdbbed on to__ﬂ-
.,nodcl R o : . - .

. : | child whu,h 15 i,and max(S 1) 3 sull memamsS butthe node value
L _'OFF w1il bcromc 1 R :

io nght successon ofA whmh is Node L o

3 fStep 6 At nodu F, agam the vaiue o’r Q@ wa]! be compared w;ill ieft.§ '
~+1.child ‘which - is 0, and. mcm(B G) 3, and then compaxed with right | -




,‘5&;) 7 Node F. rc,tums, the node vaiue ] to node C at C a““ dnd [)w_:

1 oo, hele the valye of bbt'i w:ll be Lhdﬂébd it will compau with 1 50

min (0, 1) = 1. Now at C, u=3 and B~ 1, and again it satisfies the
condition o=, so the next child of C which is G will be pruncd, and

the algorlthm will not ‘compute | the entuc sub free G..

Step 8: C now returns the value of 1 to A here the bcst value for A

is max (3, 1} = -3, Folkowmg, is the final game tree which is the -
howmg, the nodcs which are computed and nodes which has never.
computed. Hence lhe Opumal va]ue a“or th(, delIﬂlZLI lS 3 for tlus
ehan-lpjb : L i i R i S : S




Goal siack plannmgD is.a techmque often assoc;aied w:th classwal_ 1 _

'Al planmng systems and was first introduced i in the STRIPS

(Stanl'"ord Research lnst;tute Plobiem Solvcrl p annmg system in_
| the carly 1970s. -

The steps mvolved in goal stack p]anmng,

1. Representatlon of Goal Goals are represented as logical
expressions or condlt:ons Each goal typ1cally lepresents a state or
COl‘ldIt]Oﬂ that you want to ach;evc ' 5 -

12 lmual State The phnnea starts with an m]taal state or condltlon

representing the current situation, This state can include
information about the environment, ihe obpec,ts in il. and then
cuuont propemes or siates : S :

3. Goal Stack The goals to be achleved are maantamed ina stac_k

¥ TInitially, the stack contains the top-level goals that need to be '

aocomphshed These é,oals may have sub;;,oals whzch are pushed
onto the stack as well - L SRPREU LT

i _4 Sea: ch fox Act:ons The planner sear ches for acnonq or operators

L3 -"stack T llese actions are selocted based on thcn pleoondmons (the

o xn

conditions that must be true forthe action to be apphcable) and

_ihcn effccts (the chang,cs they make 1o the state)

5 Ach;evmg Suhg,oals lf an acuon is found that can aoh;evc a-

subé,oal it is executed, and the subgoal is removed from the stack
If an action has unsatlsﬁed preconditlons the planner may.

1ccumvaly ily to achaeve those pl econdmons by addmg, subgoals to_ :

Lk thc 9tack

6 Bacxh ackmg, lf an actlon cannot be found to aclueve a goal the

o 'plannei backtracks by undomg previous actions and trying -

alternative actions or strategies. This is. where seaich aluouthms -

. : and heurlstxc» play a 1016 in lmdmg, a Val:d plan

7‘ Te11n;11at1011 The pianner contmues tlns pmcess Ul’ltll all goals in

the staok have been achaeved ot it detelmmes that no valld plan

-EXEStS

o 8, Plan ercution Once a plan is found it can be executed in 1ha.,
. real wo:ld or sunulated envnonment 0. ach;eve the des1red goals

Goal stack plannmg is pa:t;culatly useful fon comp]ex plannmg
o problems where goals can be decomposed into a hierarchy of
| subgoals, It allows for a structured approach to problem-solving

and is widely used in various domains, including robotics,
automated manuf: acturing, and Al-based game playing.
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o

- An uxpu*t systc,nu isa computt.r p1 ogmm that is dcsjg,nc,d to $0l vu

complex paoblems dnd to prowdc deuswmmakmg alelly hke a
humancxpu’t _ G e o i1
> Ji-performs. thls by cxtractmg, knowicdgu from its knowlud%
bd‘)b usmg lhp rea somng and mferenu, 1uks acundm,g, to. the user
queries. " . = . . '
> The pu foxmance oi an exput syslem l‘> bascd on 1hc, expext 5
hnowied% stoned invits know ledge base. The: more. knowlcdg,c, :
s,tored in the KB, the more that System lﬂ’lplOVLS its perfmmance.’j"-.i
e One of the common examples of an ES.is a suﬂges‘ﬂon of
spellmg errors whxle typillg;, in thu GOOU e searuh box SRR

Arch:tuture

* Huinan
Rrplrt |

An expt,rr system mamiy cons;sts UI thm. wmponmts: L
. '_ 0 User lnterface - : AR

. 0 ]nference an;mt, |

* o Knowfedge Base o

11. Usex Interface '

With the hdp ofa use1 mt‘,riau,‘ the uxpwl s;ystcm interacts w;th thc
user, takes. qumes as an input in a readable format, and passes it o
the inference engine. After g -getting the response Trom the inference
engine, it displays the output to thu user. In other ‘words, it.is an
interface that helps a non-expert user to communicate with the expert
system to find a solution.




' -3 l&nowledge Base ' : b
The knowledgebase is ‘a typc of stonage"i- :
R _aequ1red from the, daffercnt experts of the: paitleular domain, It'is | .
| considered " ‘as- blf, stola&,e of knewledgc _
-knowledgebase the more pwcnse w111_be the Expelt System Ul

2 ]nlelenee Eng,me(RuIes of En;ame} S L

« .0 The inference engine is known as the blam of the expert
system as it is the main processing unit of the system. 1t applies
inference rules to the knowledge base to derive a conclusion or
deduce new information. It helps in dez iving an enor«ﬁ ee solution of .
quenes aeked by the user, -

< o Wlth the help of an mference engne the system extracts
the knowlcdéje flom the know]edge base - 3
- o ' o The;e arc two types of mfeleoce engme :

B ERT Determm]stlc Infe1ence engme The conclusmns drawn

| from this type ofmfuume eng,me are aboumed to, be irue. lt is based b
L on faels and:ules i : : L S

' . 0 Plobab:lssttc Inference eng,me 'lhas type of mference '
i eng,me eontams uncertamty in: conclusnons and based on - the:- TR
pxobabﬂlty T N P I ST P

o Inlerenee engine uses the below modes to domfe lhe soluhons : o
de o Fozward ChammgD lt staats ﬂom lhc known facts and aules, :

- _: .o Backward Chamm&, lt isa backwa:d 1easonmg method that;- i
e __stans ﬁom ihe goal and works backward 10 plove the known facts

at stores knowledge‘-: g

:The mme the

. Hulmns are best fn underslandlm_,, 1ea:>omng, and mterpsetuw.
' knowledgc Human knows : thmgs. _wh;ch 18 knowledg,e and as per

© | their knowledge: they ‘perform various actions in the real world.- But

|

how' machines do all these thmgs comLs unde: lmow!edge_'
representation and reasoning.- : :
| Knowledge representation and reasonmg (KR KRR) is. the part of f

Artificial intelligence which concerned with Al agents lhmkmg cmd_'

- how thmkmg contributes to- mtelhgent behavior of agents

. “oltis 1espons;b e for repreqentmg information. about the real :

'wmld so that'a computer can “understand ‘and can utilize thlS:_

knowledge to -s0lve ‘the ‘complex real ‘world problems  such as. |

| diagnosis a medtcal condltlon or commumcatmg;, w1th humans ind o

natmal languag,e

B K o It is also a way wh1cl1 descr;bes how We can repxesent'_' R

knowledge in artificial mtelllgence Knowledge representation is not |
just storing data into some database but it also enables an mtei 1gent_'




machmc to learn from that knowledge and exper iences $0 that it can.

| behave 1ntelllgently hke 4 human,

What to Repro%ent

.| Following are the klnd of lmowledge whlcll neods io b{, xeprobcnted
Jin Al systoms '

| 0 Object All the facla about objects in our world domam
E.g., Gultaxs contams strmf,s trumpets are brass msttuments
. o Lvents Events are tlae actions whlch occur m our world

» 0 l’erformance' lt desm 1be behavxo: whlch mvolves
knowledge about how to. do thmgs L

. 0 Meta-knowledge' lt is knowledg,e about what we know

1. ) T.ncts Faots are the t1 uths about the real wo1 ld and wlmt
we replescnt ' : s o .

L o Knowlcdge-B.lse. 'ihe contral component of the
knowi edge-based agents is the knowledge base. It is represented as,
KB. -The. Knowledgebase is ‘a. group of ‘the Sentences {Here,
sentences are used as a technlcal tcrm and not, 1dcnucal W1th the
Englishlan}puage) ' L N RV S NS

Knowledg,e. Knowlodgo is awarcness -OF lam;hamy g,amcd by }

-' .oxpcncncm ol facis data and s1luationb

XIV)

' MYLIN was a gzound bredkmg, oxpe:t system in the field of
artificial Intelltg,,ence, and here are some more dctalls about 1tq kcy

featm es and contubutlons

11 Development and Pu1 pose MYCIN was dweloped at Stanfmd

Unlverslty n. the 1970s by Edward Shortliffe. Its primary purpose -

-{ was to assis tphysluans in dm;,nosmg bacterial infections and -

1ecommendmg apploprzate antibiotics, 1t focus»d on the domam of

| infectious diseases, where there is often a complex 1merplay of .

symptoms cmd medical l(l']OWlﬂle;fi

2. Knowledg,e Reprosentatlon MYCIN used a rule-based

knowledge representauon system. It had an extensive knowledge
base comprising a large number of xules These rules were written -
in the form of "IF-THEN" sta(emcnts, where thb system Would

‘| match patient data 10 1hes<. rulos to make daagnost:c and treatmcnt :

1ecommenddtlons

3. lnfere_nce Engine: The inference engine in MYCIN was

responsible for executing the rules and drawing conclusions based
on the information provided by the user. It used forward chaining,
which means it started with available data and worked forward to




:cach a diagnoqls or txeatment 1ec0mmendation

4. Unccatamty Hdndimg, MYCIN was notable for its abllity to
handle uncertainty. It could dcai with mcompietc or uncertain -

information, which is crucial in medical diagnosis. It used uertamty -

factors (values between 0 and 1) to represent thc degree of
conhdence in sts conclusmns S L

5. User lnteractlon MYCIN interacted wzth users through a.
' _quest:on ~and-answer dlalogue It would ask the physmlan a seues

| of qucst:ons about the patient's: sympioms medlcai l}lstory, and tesl SR

: 3rcsulls to gathcr mformauon for diagnosls

6. Contubutxons MYL iN dcmomtrated the potentiai ot ehpert

o system‘s in the medical domain, It showcased that computers could

| assist llefxlthcaic plofessmna!s by providing accurate and conswtent
dlagnosuc recommendations. It also paved the way for subsequent :
-'expc:i :,ystems in-various domams SR ST

- MY( IN was a.si gmf" cant mlleqtone in’ the history of Al and
- | continues to be studied, and referenced in the field of altlﬁmai
" intelligence and heaithcale mfmmatlcs as an eaxiy e\(ample of

-knowledge based expert systems




